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Abstract
Background Cervical cancer (CC) and breast cancer (BC) threaten women’s well-being, influenced by health-related 
stigma and a lack of reliable information, which can cause late diagnosis and early death. ChatGPT is likely to become 
a key source of health information, although quality concerns could also influence health-seeking behaviours.

Methods This cross-sectional online survey compared ChatGPT’s responses to five physicians specializing in 
mammography and five specializing in gynaecology. Twenty frequently asked questions about CC and BC were 
asked on 26th and 29th of April, 2023. A panel of seven experts assessed the accuracy, consistency, and relevance of 
ChatGPT’s responses using a 7-point Likert scale. Responses were analyzed for readability, reliability, and efficiency. 
ChatGPT’s responses were synthesized, and findings are presented as a radar chart.

Results ChatGPT had an accuracy score of 7.0 (range: 6.6-7.0) for CC and BC questions, surpassing the highest-
scoring physicians (P < 0.05). ChatGPT took an average of 13.6 s (range: 7.6-24.0) to answer each of the 20 questions 
presented. Readability was comparable to that of experts and physicians involved, but ChatGPT generated more 
extended responses compared to physicians. The consistency of repeated answers was 5.2 (range: 3.4-6.7). With 
different contexts combined, the overall ChatGPT relevance score was 6.5 (range: 4.8-7.0). Radar plot analysis 
indicated comparably good accuracy, efficiency, and to a certain extent, relevance. However, there were apparent 
inconsistencies, and the reliability and readability be considered inadequate.

Conclusions ChatGPT shows promise as an initial source of information for CC and BC. ChatGPT is also highly 
functional and appears to be superior to physicians, and aligns with expert consensus, although there is room for 
improvement in readability, reliability, and consistency. Future efforts should focus on developing advanced ChatGPT 
models explicitly designed to improve medical practice and for those with concerns about symptoms.
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Introduction
Cervical cancer (CC) and breast cancer (BC) significantly 
threaten women’s well-being, and early prevention has 
proven difficult because people tend to present late only 
when symptoms become more severe [1, 2]. The World 
Health Organization has called upon governments to 
strengthen screening practices, diagnostics, and treat-
ments of both CCs and BCs [3, 4]. However, women 
(depending on the level of education and income, etc.) 
tend to be better healthcare seekers and are perhaps less 
reluctant to take proactive measures to monitor their 
health [5]. Therefore, women are more likely to utilize 
the Internet to gain insights into the early signs of condi-
tions such as CC and BC. However, the Internet (broadly 
speaking) is not always a great source of reliable knowl-
edge, as approximately one-third of all cancer-related 
articles on social media platforms are judged as either 
misleading or harmful [6, 7].

Artificial intelligence (AI) chatbots such as Siri and 
Cortana have become integral to our daily lives, although 
these tools are often limited in addressing scientific or 
professional matters. OpenAI’s advanced chatbot, Chat-
GPT, stands out because it replicates human communica-
tions and can provide accurate answers to more complex 
problems [8–10]. However, the focus should be on the 
advantages and disadvantages for patients who might not 
be ready to present at a clinic or whose symptoms are not 
perceived to be severe enough to warrant an appoint-
ment with a general practitioner. Given the complexities 
of personal health and well-being, particularly concern-
ing CC and BC, it is crucial to comprehensively analyze 
ChatGPT outputs to understand the potential effects of 
AI-generated advice.

There are few rigorously conducted studies of Chat-
GPT’s responses, and there needs to be more popula-
tion-based studies of chatbot advice for CC and BC. 
A previous study assessed ChatGPT’s ability to handle 
clinical queries in obstetrics and gynaecology [11]. The 
answers ChatGPT provided were considered valuable as 
a source of preliminary information, but several draw-
backs were identified. For example, advice may not rep-
resent the most recent information, and it is occasionally 
misleading. Several other issues should be considered, 
and the academic community must build an evidence 
base to help develop these technologies to ensure we pro-
vide the best, most up-to-date evidence, in a clear, com-
prehensible manner, to individuals with concerns about 
their health. This study aims to assess ChatGPT’s ability 
to address women’s inquiries about CC and BC, which 
could help develop chatbots like ChatGPT to reduce dis-
parities and support women with health concerns.

Materials and methods
Study design and participants
This online, cross-sectional study conducted between 
March to May 2023 establishes an expert consensus 
as the reference standard and compares ChatGPT’s 
responses with five physicians specializing in mammog-
raphy and five specializing in gynaecology to 20 popular 
science questions. The ChatGPT responses were collated 
from instances recorded in Chile and Germany on April 
26 and 29, 2023. The panel of three experts is experienced 
tumour epidemiologists with over 20 years of expertise 
in either CC or BC, and there are two gynaecologists 
and two mammologists working in tertiary hospitals 
with more than ten years of experience. The physicians 
involved in this study were dedicated front-line doctors 
who have worked in underserved communities in China 
for extensive periods.

This study was approved by the Institutional Review 
Board of the Chinese Academy of Medical Sciences and 
Peking Union Medical College (No. CAMS & PUMC-
IEC-2022-022). All participants were required to sign an 
informed consent form before participating in this study.

Procedures
This study had four main phases, outlined in Fig. 1. The 
first phase involved formulating questions and ‘reference 
standard’ answers. Frequently-asked questions regard-
ing CC and BC were developed based on popular sci-
ence materials and current hot topics related to tertiary 
prevention. A set of 10 questions were designed for each 
cancer. Subsequently, experts were invited to review the 
proposed questions and formulate expert consensus 
answers. The final set of questions and expert consen-
sus answers were determined through several rounds of 
consultation and assessment. Please refer to Table S1 in 
Supplementary material 1 for details.

During the second phase of this study, answer collec-
tion took place. Researchers accessed OpenAI (Chat-
GPT version 3.5) and posed 20 pre-defined questions 
using a standardized format. ChatGPT was asked for 
sources for each answer, explicitly asking for the basis 
of the response along with a link or reference plus cita-
tion time. Researchers recorded response times, answers, 
and sources provided by ChatGPT. Additionally, two 
researchers independently accessed OpenAI at different 
times and locations. Each of them asked the same ques-
tion three times consecutively, resulting in six record-
ings. Two additional scenarios were introduced, and the 
results from these interactions were recorded. The spe-
cific method of questioning can be found in Appendix A 
in Supplementary material 2. Five mammographers and 
five gynaecologists were consulted through face-to-face 
consultations to obtain answers from physicians, simulat-
ing real clinical scenarios. Each physician only answered 
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ten questions specifically related to their respective fields. 
Please refer to Table S1 and S3 in Supplementary mate-
rial 1 for details.

In the third phase, an evaluation of responses was 
undertaken. Physicians’ answers and ChatGPT’s answers 
were randomly arranged while keeping identifiable infor-
mation concealed. Subsequently, the experts who devel-
oped the reference answers assessed the accuracy of the 
six answers, one from ChatGPT and five from physi-
cians, based on expert consensus and their professional 
knowledge. After assessing accuracy, experts assessed 
the consistency of the six answers regarding the repeated 
questions posed to ChatGPT, as well as the relevance 
of the additional scenarios. Researchers also assessed 
the readability, reliability, and efficiency of ChatGPT’s 

answers. Additionally, the consistency of additional 
expert scores was calculated.

In the fourth phase, a comprehensive assessment was 
performed. ChatGPT’s performance was visually assessed 
with a radar chart. This chart intercalated accuracy, read-
ability, consistency, reliability, efficiency, and relevance to 
reflect the feasibility of applying ChatGPT to the compre-
hensive prevention and treatment of CC and BC.

Outcomes
The primary outcome of this study was the overall per-
formance of ChatGPT in providing advice on the preven-
tion and control of CC and BC. The secondary research 
indicators include accuracy, readability, consistency, reli-
ability, efficiency, and relevance.

Fig. 1 Flow chart of this study. This study had four main phases. The first phase is to formulate questions and ‘reference standard’ answers for frequently-
asked questions regarding CC and BC. The second phase is to collect the answers from ChatGPT and physicians. The third stage is to evaluate ChatGPT 
and physicians’ answers through six dimensions. The fourth phase is to comprehensively reflect the performance of ChatGPT through radar chart. CC, 
cervical cancer; BC, breast cancer.
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Definition of evaluation indicators
We defined the concepts of accuracy, readability, consis-
tency, reliability, efficiency, and relevance, as follows:

  • Accuracy refers to the ability of answers to provide 
comprehensive, omission-free, and misinformation-
free answers to the given questions;

  • Readability refers to the ease and clarity of 
ChatGPT’s answers, considering the language 
difficulty;

  • Consistency refers to the ability of ChatGPT to 
consistently provide the same or similar answers 
when asked the same questions multiple times, at 
different times and locations;

  • Reliability refers to the credibility of ChatGPT’s 
reference sources for the provided answers;

  • Efficiency refers to the time taken by ChatGPT to 
provide answers to the questions asked;

  • Relevance refers to ChatGPT’s capacity to provide 
customized and adaptive responses to specific goals 
or needs.

Statistical analysis
A 7-point scale was utilized to measure accuracy, con-
sistency, and relevance, with scores ranging from 1 
(complete inaccuracy/ inconsistency/ irrelevance) to 7 
(complete accuracy/ consistency/ relevance). Skewed 
data are presented using the median score, lower and 
upper quartiles (P25 and P75), and range (Min and Max). 
Normal data are described using the mean and range. 
Inter-rater agreement was evaluated using Fleiss kappa 
[12–14], and the results of the interpretation of the kappa 
values are presented in Supplementary material 2, Table 

S2. The readability calculator utilizes the Flesch Reading 
Ease Score (FRES) and the Flesch-Kincaid Grade Level 
(FKGL) [15, 16]. Group differences are assessed using a 
standard t-test for normal data and non-parametric tests 
for non-normal data. All questions, except for consis-
tency, were inputted into ChatGPT by a researcher. The 
calculation method of each indicator and radar chart can 
be found in Appendix B in Supplementary material 2.

Data were tabulated using Excel, and statistical analy-
sis was conducted using SPSS (version 27.0) and Python 
(version 3.8). All statistical tests were two-sided, and the 
threshold for statistical significance was set at P < 0.05.

Results
After being reviewed by seven experts, ChatGPT 
achieved accuracy scores of 7.0 (range: 6.6-7.0) for 20 
questions. For gynaecologists and mammologists, the 
accuracy scores were 6.1 (range:4.4-6.8) and 6.0 (range: 
3.4-7.0), respectively, and demographic information for 
the ten physicians is shown in Table S1 of Supplementary 
material 2. The results of the difference test revealed that 
ChatGPT’s accuracy in CC, BC, and both CCs and BCs 
were significantly better than that of the physicians with 
the highest score (P < 0.001), as shown in Table  1. The 
inter-expert agreement for the scores was good; further 
details are shown in Table S3 of Supplementary material 
2.

The average time for ChatGPT to answer the 20 ques-
tions was 13.6s (range: 7.6-24.0). The average sentence 
length was 192 words (range: 108-260). The FRES was 
44.9 (range: 34.4-73.7), and the FKGL score was 11.7 
(range: 4.5-15.5). The results from six repetitions were 
consistent with these findings, as shown in Table 2. The 
word count, FRES, and FKGL of standardized expert 
answers were 127 words (range: 50–213), 33.1 (range: 
0-60.5), and 12.6 (range: 7.1–19.2). And the FRES and 
FKGL of physicians’ answers were 18 words (range: 
1–87), 39.5 (range: 0-100), and 11.2 (range: 0-30.8). For 
more detailed information, please see Supplementary 
material 1, Table S2. Furthermore, correlations between 
time, number of words, FRES, and FKGL were analyzed, 
as shown in Supplementary material 2, Table S6.

The consistency of ChatGPT answers is shown in 
Table  3. For CC, BC, and combined cases, the consis-
tency scores for six answers were 5.1 (range: 4.4-6.7), 5.3 
(range: 3.4-6.4), and 5.2 (range: 3.4-6.7), respectively. The 
scores for the first three consecutive questions, the last 
three consecutive questions, the scores for all six ques-
tions were 7.0 (range: 3.3-7.0), 5.6 (range: 4.1-7.0), and 
5.2 (range: 3.4-6.7), respectively. Moreover, the first three 
scores were significantly higher than the last three scores 
between CC and BC (P = 0.04). The classification of ques-
tion-answer response methods revealed that the point-
by-point response had the highest scores, followed by the 

Table 1 Results from Wilcoxon’s signed ranks test of accuracy 
scores

Median [(P25, P75), 
(range)]

Difference 
(P25, P75)

Z P

Cervical 
cancer

Top 
scoring 
physician

6.1 [(5.6, 6.4), (4.4-6.8)] 0.8 (0.5, 1.4) 2.657 0.008

ChatGPT 7.0 [(6.6, 7.0), (6.6-7.0)]
Breast cancer

Top 
scoring 
physician

6.0 [(5.6, 6.4), (3.4-7.0)] 1.0 (0.3, 1.3) 2.527 0.010

ChatGPT 7.0 [(6.9, 7.0), (6.6-7.0)]
CC and BC

Top 
scoring 
physician

6.0 [(5.7, 6.4), (3.4-7.0)] 0.9 (0.5, 1.4) 3.663 < 0.001

ChatGPT 7.0 [(6.7, 7.0), (6.6-7.0)]
Abbreviations CC, cervical cancer; BC, breast cancer
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comprehensive response, while both methods had the 
lowest scores. The Fleiss Kappa analysis showed statisti-
cally significant inter-expert agreement for the scores (All 
P < 0.001), as detailed in Supplementary material 2, Table 
S4. However, in some cases, a few points were missed 
among multiple answers due to the presence of more 
points. For further details, please refer to Supplementary 
material 1, Table S4.

ChatGPT provided 30 reference links for 20 questions 
on CC and BC. Most of the links (except one) were from 
American web pages, and 90% (n = 27) were from offi-
cial websites, with 10% (n = 3) being official guidelines. 
The sources for six repeated questions included papers, 
forum webpages, or needed more detailed information. 
For accessibility, 50% (n = 15) were accessible, with 86.7% 
(n = 13) being relevant and 13.3% (n = 2) irrelevant. The 
other 50% (n = 15) of the links could not be obtained. For 
specific results, refer to Supplementary material 1, Table 
S5 and Table S6 and Supplementary material 2, Table S7.

For context 1, the relevance scores of CC, BC, and both 
were 6.9 (range: 6.2-7.0), 5.9 (range: 5.0-7.0), and 6.6 
(range: 5.0-7.0), respectively. A comparison between the 

results with and without context revealed that the main 
points of the answers remained the same. However, the 
answers without context provided more explanation and 
expansion. Furthermore, the time spent and the total 
number of words were significantly reduced (P < 0.001 
Cohen’s D > 0.900). No statistical difference was observed 
in readability. Detailed results refer to Table 4. For con-
text 2, experts identified contextual differences in ques-
tions 4, 6, and 10 regarding CC and questions 7 and 8 
regarding BC. The relevance score for both CC and BC in 
these identified questions was 6.6 (range: 6.0-7.0), while 
no differences were found in the remaining questions. 
The total score for this section was 6.5 (range: 4.8-7.0), 
and the results are shown in Supplementary material 2, 
Table S8. The results for the two different context-based 
questions are shown in Supplementary material 1, Tables 
S6 and S7.

The radar chart in Fig.  2 illustrates ChatGPT’s com-
prehensive assessment of CC and BC recommendations, 
with an accuracy score of 100 (range: 94.3-100), read-
ability score of 44.9 (range: 34.4-73.7), consistency score 
of 74.3 (range: 48.6-95.7), reliability score of 73.3 (range: 

Table 2 Time, number of words, and readability of answers to CC & BC questions by ChatGPT
No. Question Key assessment answers Answers to six repeated 

questions
Time Word 

count
FREE FKGL Time Word 

count
FREE FKGL

Cervical 
cancer

1 What are the common symptoms of cervical cancer? 9.3 151 40.6 11 7.51 138 54.9 8.7

2 What are the risk factors for cervical cancer? 20.35 232 39.4 13.6 17.21 194 43 11.2
3 Why should women get the HPV vaccine? 17.23 243 44.1 13.8 12.63 170 49.2 12.2
4 How to choose different valent of HPV vaccine? 24 257 49.8 11.6 21.31 238 47.7 11.8
5 What are the benefits and risks of cervical cancer screening? 8.05 182 30.7 12.8 17.01 248 40.9 11.3
6 What are the common screening methods for cervical 

cancer?
12.69 159 53.5 10.2 17.75 209 45.6 11.2

7 What should I do if my cervical cancer screening result is 
abnormal?

11.75 159 38.4 11.9 12.91 170 33.5 13.4

8 Is cervical cancer curable? 14.43 173 35.1 13.1 10.52 118 45.2 11.7
9 What are the treatment methods for cervical cancer? 19.89 241 40.1 11.2 14.32 178 34.1 12.5
10 What is the prognosis for cervical cancer? 13.2 158 34.5 13.4 12.36 148 35.4 14.1

Breast cancer 1 What are the common symptoms of breast cancer? 7.58 108 61.5 7.1 7.58 122 70.1 5.9
2 What are the risk factors for breast cancer? 15.5 238 49.6 11.7 12.52 201 50.2 10.1
3 How to prevent breast cancer? 13.37 258 52.8 10.5 12.58 251 55.7 9.4
4 Can breast cancer be inherited? 12.34 178 48.8 12 8.25 113 46 12.4
5 Why is breast cancer screening important? 13.58 194 51.8 10.9 8.14 126 40.4 33.3
6 What are the risks of breast cancer screening? 14.2 248 43.6 11.9 11.23 202 29.3 21.7
7 What are the common screening methods for breast cancer? 9.19 160 55.2 9.5 9.4 162 51.1 10.1
8 What is the survival rate of breast cancer? 11.18 147 46.6 12.8 8.5 123 45.2 13.4
9 How to treat breast cancer? 11.9 220 48.1 10.2 11.66 202 39.5 11.4
10 Can breast cancer recur? 12.39 141 34.4 15.5 7.99 96 45.4 12.3
Mean 13.6 192 44.9 11.7 12.07 170 45.1 12.9
Max 24.0 260 73.7 15.5 21.31 251 70.1 33.3
Min 7.6 108 34.4 4.5 7.51 96 29.3 5.9

Abbreviations FRES, Flesch Reading Ease Score; FKGL, Flesch-Kincaid Grade Level; HPV, Human papillomavirus
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50.0-100.0), efficiency score of 13.6  s (range: 7.6-24.0), 
and relevance score of 92.8 (range: 68.6-100).

Discussion
Cervical and breast cancers pose significant risks to 
women’s well-being, influenced by health-related stigma 
and a lack of reliable information, leading to delayed 
diagnosis and potentially fatal consequences. Therefore, 
technologies like ChatGPT are poised to become critical 
sources of health information, enabling earlier identifi-
cation of these cancers. This study focused on guidance 
generated by ChatGPT and compared outputs with phy-
sicians’ repsonses. Accuracy, readability, consistency, reli-
ability, efficiency, relevance, and the content of answers 
were analyzed and contrasted. The results showed that 
ChatGPT answers are generated efficiently, with accu-
racy and relevance. However, concerns arose regarding 
AI-generated guidance’s readability, consistency, and 
reliability.

ChatGPT has 100% accuracy (range: 94.3-100) when 
answering popular science questions about CC and BC, 
surpassing physicians and aligning with expert con-
sensus. Similar studies have shown high accuracy rates 
for ChatGPT, such as 96.9% for ‘cancer myths’ [17] and 
88% for assessing breast cancer recommendations [18], 
and ChatGPT outperformed newly qualified obstetri-
cians and gynaecologists in a virtual examination [19]. 
However, it is worth noting that these studies had lim-
ited question samples and contingent results, which 
means the findings cannot be generalized. In other stud-
ies, ChatGPT achieved a median accuracy score of 5.5 
out of 6.0 in 284 medical questions [20] while achieving 
only 54.9% accuracy in a neurosurgery self-assessment 
with 477 non-image-based questions [21]. This means 
knowledge depends upon specific fields, and ChatGPT’s 
accuracy in answering medical questions is influenced 
by question difficulty and the availability of professional 
knowledge in population medical science media. Overall, 

Table 3 Results of consistency test, difference comparison of ChatGPT’s answers with six repetitions
Consistency 
test with six 
repetitions

A1 to A3 A4 to 
A6

A1 to 
A6

Differentiation of an-
swering styles

Count Median [(P25, P75), 
(range)]

Count Median [(P25, P75), 
(range)]

Count Median [(P25, P75), 
(range)]

Cervical Cancer Point-by-point response 6 7.0 [(7.0, 7.0), (5.0–7.0)] 4 6.0 [(5.0, 7.0), (3.0–7.0)] 4 6.0 [(5.8, 6.0), (3.0–7.0)]
Comprehensive 
response

3 7.0 [(6.0, 7.0), (5.0–7.0)] 4 6.0 [(5.8, 7.0), (5.0–7.0)] 3 5.0 [(5.0, 6.0), (4.0–7.0)]

Both of them 1 4.0 [(5.0, 5.0), (3.0–5.0)] 2 5.0 [(5.0, 6.0), (3.0–6.0)] 3 5.0 [(3.0, 5.0), (3.0–6.0)]
Overall consistency 
score*

10 7.0 [(5.8, 7.0), 
(4.4-7.0)]

10 6.0 [(5.2, 6.8), 
(4.1-7.0)]

10 5.1[(4.6, 6.1), 
(4.4–6.7)]

Breast cancer Point-by-point response 6 7.0 [(7.0, 7.0), (5.0–7.0)] 3 7.0 [(6.0, 7.0), (5.0–7.0)] 3 6.0 [(6.0, 6.0), (5.0–7.0)]
Comprehensive 
response

4 4.0 [(3.0, 6.0), (3.0–7.0)] 4 5.0 [(3.8, 5.3), (3.0–6.0)] 4 4.0 [(3.0, 5.0), (2.0–5.0)]

Both of them 0 - 3 5.0 [(5.0, 5.0), (3.0–6.0)] 3 5.0 [(5.0, 5.0), (3.0–7.0)]
Overall consistency 
score*

10 6.6 [(4.7, 7.0), 
(3.3-7.0)]

10 5.4 [(4.4, 6.1), 
(4.1-7.0)]

10 5.3 [(4.1, 5.7), (3.4, 
6.4)]

CC and BC Point-by-point response 12 7.0 [(7.0, 7.0), (5.0–7.0)] 7 6.0 [(6.0, 7.0), (3.0–7.0)] 7 6.0 [(6.0, 6.0), (3.0–7.0)]
Comprehensive 
response

7 6.0 [(4.0, 7.0), (3.0–7.0)] 8 5.0 [(5.0, 6.0), (3.0–7.0)] 7 5.0 [(4.0, 6.0), (3.0–7.0)]

Both of them 1 4.0 [(5.0, 5.0), (3.0–5.0)] 5 5.5[(5.0, 6.0), (3.0–6.0)] 6 5.0 [(5.0, 5.0), (3.0–6.0)]
Overall consistency 
score*

20 7.0 [(5.6, 7.0), 
(3.3-7.0)]

20 5.6 [(4.5, 6.5), 
(4.1-7.0)]

20 5.2 [(4.4, 5.9), 
(3.4–6.7)]

Difference comparison
Median 
(P25, P75)

Difference (P25, P75) Z P

Cervical Cancer A1 to A3 7.0 (5.8, 7.0) 0.6 (0.0, 1.5) 1.693 0.090
A4 to A6 6.0 (5.2, 6.7)

Breast cancer A1 to A3 6.6 (4.7, 7.0) 0.0 (-0.6, 1.8) 1.352 0.180
A4 to A6 5.4 (4.4. 6.1)

CC and BC A1 to A3 7.0 (5.6, 7.0) 0.2 (0, 1.5) 2.014 0.040
A4 to A6 5.6 (4.5, 6.5)

* Inconsistency test with six repetitions, the overall consistency score is calculated from the average scores of all experts, and the rest scores are calculated from the 
original scores of all experts

Abbreviations CC, cervical cancer; BC, breast cancer; A1, answer 1; A3, answer 3; A6, answer 6
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ChatGPT is highly accurate in answering general cancer 
science questions, making it a valuable resource for those 
who can craft them.

ChatGPT provides comprehensive answers to popu-
lar cancer science questions; however, they tend to be 
low in readability and lengthy, requiring at least a high 
school level of education to understand. The results of 
experts and physicians are similar, which aligns with 
the findings of Johnson et al. [17]. However, ChatGPT’s 
answers exceeded this recommended grade level of 6th 
to 8th grade for popular science articles [17, 22], making 
them challenging for a significant portion of the popula-
tion with limited literacy skills [23, 24]. The Federal Plain 
Language guidelines emphasize that conveying complex 
information is more effective with shorter sentences [25]. 
Therefore, ChatGPT’s more complex answers result in 
low overall readability and may pose difficulties for some 
individuals with limited education.

ChatGPT’s answers to popular cancer science questions 
are slightly inconsistent. While there is good consistency 
in its responses to three consecutive questions, its con-
sistency across six questions could be improved. Though 
there was a greater difference in consistency score 
between the two sets of questions from different times 
and places, the overall consistency of the six answers was 
acceptable. However, significant inconsistencies were 
observed in individual question responses, conflicting 
information regarding the age range for administering 
the HPV vaccine and the recommended age for breast 
cancer screening. This may in part be due to reduced 
consistency in such guidelines across lead organizations. 

Potentially inaccurate information could pose inherent 
risks to the health and safety of people who consult. And 
consistency may need to be clarified for users, under-
mining their trust in ChatGPT or raising doubts about 
its effectiveness. These inconsistencies may have arisen 
due to the model’s development, reinforcement learning 
strategies, and the variation in the retrieved and synthe-
sized corpus by ChatGPT [26]. Furthermore, they may be 
attributed to imprecise patient queries, where ambiguous 
questions fail to yield nuanced responses. Moving for-
ward, there is a necessity to intensify the model’s special-
ized training in medical knowledge modules and equip 
ChatGPT with enhanced contextual understanding dur-
ing patient interactions to ensure precise and consistent 
answers.

Reliability analysis revealed that half of the reference 
sources used by ChatGPT needed to be updated or inac-
cessible. It is important to note that these outputs were 
generated based on static data collected before Sep-
tember 2021, which may not reflect the most up-to-
date medical knowledge. Furthermore, the reliance on 
American standards as primary reference sources for 
English questions may limit the accuracy and relevance 
of ChatGPT’s responses in other regions. However, when 
it comes to health-related popular science inquiries 
that are non-specialized and not subject to significant 
regional variations, ChatGPT’s responses are quite reli-
able. Despite the unavailability of many references, the 
accuracy of the answers remains acceptable. Therefore, 
future improvements to ChatGPT include its integration 
with the Internet for real-time consultations, ensuring 
the provision of even more reliable information.

As for relevance, ChatGPT demonstrates improved 
response results when questions are presented in differ-
ent contexts compared to without added context. While 
providing additional context 1 reduced the word count, 
but readability did not significantly improve. This may 
be attributed to professional vocabulary and terminol-
ogy, suggesting that despite more streamlined answers, 
readability still needs to be improved. Furthermore, when 
context 2 was added, ChatGPT frequently referred to 
“China” and used different reference sources for ques-
tions with regional differences. The fact that ChatGPT 
adapts its responses to different prompts indicates its 
sensitivity to prompts and its ability to capture relevant 
information [9, 27, 28]. Nevertheless, further research is 
necessary to understand how prompts influence medical 
recommendations and their response to different ques-
tioning styles. Therefore, women should utilize ChatGPT 
with specific contexts or prompts when seeking health 
science consultations to enhance the accuracy of its 
responses.

Based on our analysis using the radar chart, we found 
that the overall performance of ChatGPT is superior, and 

Table 4 Comparison of the differences in ChatGPT’s answer 
time, word count, and readability between the CC & BC with and 
without context 1

Mean (SD) T P Cohen’s D 
(95% CI)

Time Question 11.9 (2.9) 3.149 0.003 0.996 (0.331, 
1.649)

Question + Con-
text

8.9 (3.0)

Word Question 167 (45) 3.462 0.001 1.095 (0.422, 
1.755)

Question + Con-
text

118 (46)

FREE Question 42.1 (10.9) 0.202 0.840 0.064 (-0.556, 
0.684)

Question + Con-
text

41.4 (10.3)

FKGL Question 12.5 (1.9) 0.098 0.920 0.031 (-0.589, 
0.65)

Question + Con-
text

12.5 (1.9)

Abbreviations FRES, Flesch Reading Ease Score; FKGL, Flesch-Kincaid Grade Level; 
SD, standard deviation;

CI, confidence interval
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it can initially be used for health consultation of CC and 
BC to women lacking specialized knowledge. ChatGPT 
can be a valuable resource for patients seeking informa-
tion and support related to female cancers like CC, BC 
and others. It can function as a reliable and available 
resource for individuals seeking information about can-
cer risk and screening, particularly for those who may feel 
scared or uncomfortable discussing their concerns with 
a healthcare professional or those in areas with limited 
access to healthcare resources. ChatGPT enables patients 
to play an active role in their healthcare decisions by 
equipping them with knowledge. Besides, ChatGPT 
enhances efficiency in healthcare settings by quickly gen-
erating informative responses, saving time for healthcare 
professionals. However, it has limitations and occasional 
errors due to its lack of proper understanding of human 
language [9, 29]. Therefore, caution should be exer-
cised when using it. It should be viewed as an auxiliary 
tool for health consultation rather than a substitute for 

professional advice. Therefore, it should always be used 
with human expertise to ensure the delivery of accurate 
information to individuals seeking cancer-related knowl-
edge and support.

In clinical applications, the positioning of ChatGPT is 
of significant interest. It can assist in early disease iden-
tification and answer common patient questions [30], 
but ultimately, diagnosis and treatment require trained 
medical professionals. To support all patients, especially 
those with low literacy, clinicians can use the following 
strategies: (1) Simplified language: Use straightforward 
terms, e.g., ask “How severe is your headache?” instead 
of “Please describe the intensity of your migraine.” (2) 
Specificity: Ask precise questions, like “Did you take 
any medication today?” instead of “Have you taken any 
medication recently?” (3) Step-by-step questioning: 
Break complex questions into simpler ones, e.g., ask “Are 
you feeling tired?” followed by “Did you sleep well last 
night?” and “Do you have any stomach pain?” (4) Use of 

Fig. 2 Radar chart assessing ChatGPT’s responses to cervical and breast cancer questions. The performance of ChatGPT was visually assessed with the 
accuracy, readability, consistency, reliability, efficiency, and relevance through radar images, to reflect the feasibility of applying ChatGPT to the compre-
hensive prevention and treatment of CC and BC. CC, cervical cancer; BC, breast cancer
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visuals: Incorporate images and charts to aid understand-
ing. These methods will help clinicians effectively use 
Chat GPT to meet diverse health needs. Future research 
should focus on optimizing ChatGPT algorithms and 
expanding its medical knowledge to ensure it incorpo-
rates the latest information, enhancing its effectiveness in 
clinical practice and fostering patient understanding and 
trust. Through these efforts, ChatGPT is expected to play 
a larger role in clinical settings, offering new support for 
healthcare services.

Before providing recommendations, we need to discuss 
the limitations of this study. Firstly, the evaluation cri-
terion relied primarily on expert ratings, which, despite 
good inter-expert agreement, still retains some degree of 
subjectivity and potential for a paradigm shift. Secondly, 
the study only included a limited number of questions on 
CC and BC with national/regional differences, necessitat-
ing further research to explore variations across different 
regions. Additionally, the accuracy of answers was evalu-
ated only once, raising the possibility of incidental errors. 
Furthermore, this study focused solely on English-lan-
guage questions, limiting the assessment of ChatGPT’s 
performance in other languages. And future research 
may encompass a broader range of science populariza-
tion questions, evaluate ChatGPT’s responses in different 
languages, and demonstrate its potential in promoting 
health knowledge dissemination and addressing health 
information inequality and inaccessibility, particularly for 
underserved communities, thus safeguarding women’s 
health.

Conclusions
This study suggests the potential of ChatGPT to provide 
science-based information on CC and BC, making it a 
promising tool for initial exploration in women’s health 
consultation, particularly for women lacking expertise in 
the field. Nevertheless, further research is necessary to 
delve into the underlying mechanisms of ChatGPT and 
address its limitations. In the future, it is imperative to 
develop more specialized ChatGPT tailored for health 
counselling and enhance its performance across various 
aspects.
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